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Geoffrey Fox 
Introduction
This report is the seventy first for the project and now continues with status of each team/committee and the collaborating sites. 
Summary
Operations and Change Management Committee
ScaleMP cluster quote with ICC almost completed.  FutureGrid User Advisory Board (UAB) checkpoint meeting at XSEDE12 will be on Monday, July 16th.  Partner invoice processing on-going (with newly-approved spending authority)
Software Team (includes Performance and Systems Management Teams)
Upgrades were made to the FutureGrid messaging system core and work continues to integrate Inca and GLUE2 data to it. Some internal updates were also made to the Inca deployment.  We have set up and started running tests on KVM and Xen on FG hypervisors.
Hardware and Network Team
· GPU Cloud Cluster, delta, in production, all nodes are accessible for HPC workloads. Integrated into India scheduler. Remote management being configured.
· RHEL 6 or CentOS being widely tested at IU, TACC, UC, and SDSC for deployment. Sierra will be upgraded first in preparation for an upgrade of India after next large software release is completed. 
· New /users and /project space being configured at IU, 100 TB total.
· Successfully tested using the AuthZ plugin to call LDAP with the Globus toolkit 5.0.x and 5.2.x. UC will implement this with 5.2 and share the results.
· Perfsonar monitoring systems are now in place and recording data throughput between sites.
Training, Education and Outreach Team (includes user support)
Members of the TEOS team worked on preparations for the XSEDE conference, science cloud summer school, and prioritization of activities/improvements on the FG portal.

Knowledgebase Team
The Knowledgebase reaches 176 entries which meets goal.
Site Reports
University of Virginia
Report not available due to family emergency

University of Southern California Information Sciences
USC has restarted but in a replanning mode for first biweekly after restart

University of Texas at Austin/Texas Advanced Computing Center 
Progress on Experiment Harness

University of Chicago/Argonne National Labs
A busy two weeks despite the holidays; our activities were dominated by preparations for Nimbus Infrastructure 2.10 release, preparations for XSEDE conference, and work related to recovery from the hardware malfunction in the last reporting period. We also spent a substantial amount of time on support and preliminary introduction of pre-emptible instances on FutureGrid.

University of Florida
System maintenance activities were performed on foxtrot to update the netlogger library for improved monitoring. ViNe version 2 and TinyViNe have been under testing and debugging. Fortes chaired the operations committee, and Figueiredo chaired the TEOS team and participated as a deputy in the EOT track of the XSEDE’12 conference.

San Diego Supercomputer Center at University of California San Diego
UCSD worked on enabling better security for the Netlogger probes that collect cloud usage data and continued work to price out 10G for both the perfSONAR box and a cluster node at each site.  UCSD will also be adding an additional staff member next month to help with performance work.

University of Tennessee Knoxville
We are currently setting up a testing environment on FutureGrid in preparation to perform tests on the validity of PAPI operation and timings.

Detailed Descriptions
Operations and Change Management Committee
Operations Committee Chair:  Jose Fortes
Change Control Board Chair:  Gary Miksik, Project Manager
1. ICC and ScaleMP came to an agreement, with ICC quoting Intel-based equipment to us.  ICC will actually send ScaleMP two machines with which ScaleMP will certify their software.  ICC re-submitted their quote to us, which wound up still being the low bid.  ICC provided power requirements to us as part of the approval process here at Indiana (the cluster will reside in our Data Center).  We anticipate a formal purchase order finalized next week.
1. We are continuing the financial analysis for determining the amount of Indiana University cost-share that has been recorded for PY2 (from project inception thru Sep 30, 2011).  Once we have determined these actuals, we will extend the analysis for PY3 (ending Sep 30, 2012).
1. We have settled on Monday, July 16th, at a late-morning start time yet to be determined, for the FutureGrid User Advisory Board “checkpoint” meeting.  We are trying to arrange the start time to coincide with the XSEDE conference scheduled break time and lunch.  A formal announcement will be going out to everyone on early next week.
1. We conducted a preliminary test with NCSA on the connectivity to our Indiana University site for the Science Cloud Summer School (July 30 – August 03).

1. Financials. (NSF approved spending authority is now thru September 30, 2012)

Partner Invoice Processing to Date:

Note: All partners have submitted invoices thru May 2012

[image: ]

Software Team 
Lead: Gregor von Laszewski
ADMINISTRATION (FG-907 - IU Gregor von Laszewski)
No update reported.
We did organize a major portal meeting to complete the transition to Carrie Arnold and to reassign priorities.
The following jira updates were conducted:
[bookmark: Defining_Activities_.28FG-1223_-_Gregor_]Updated: 59 issues includes closed and resolved tasks
Closed: 0 issues
Resolved: 10 issues
Created: 15 issues
[bookmark: Improving_development_infrastructure_.28][bookmark: HPC_SERVICES][bookmark: HPC_services_at_IU_.28FG-1577_IU_Koji_Ta][bookmark: EXPERIMENT.C2.A0MANAGEMENT]EXPERIMENT MANAGEMENT
See TACC site report
[bookmark: Experiment_Management_.28FG-518_Warren_S][bookmark: ACCOUNTING]ACCOUNTING
[bookmark: Accounting_for_HPC_.28FG-1235_-_IU_Grego][bookmark: Accounting_for_Clouds_.28FG-1301_-_IU_Hy]Accounting for Clouds (FG-1301 - IU Hyungro Lee)
We added a new metric to displays the total VM instances count per node cluster. See next image:
[image: hart.png]
We added a pie chart for VM instances count per node cluster on India. However upon discussion, we will change it to a bar chart.The Sphinx documentation  for FG Cloud Metric tools has been updated. This also includes the improvements to the results pages that now include weekly and monthly reports with various accounting metrics via charts. A list of metrics for current and possible one has been compiled at
[bookmark: Account_Metrics_.28FG-1377_-_Gregor_von_]https://docs.google.com/document/d/1L8qhcVN7-n93IW3w6nK_hxYQZY1KbTEzEu0XBe6828M
[bookmark: FG_SUPPORT.C2.A0SOFTWARE.C2.A0AND.C2.A0F]FG SUPPORT SOFTWARE AND FG CLOUD SERVICES
[bookmark: Nimbus_.28FG-842_-_John_Bresnahan.29]Nimbus (FG-842 - John Bresnahan)
Over the past two weeks the Nimbus team has been dealing with disk failures on hotel. This has lead to a lot of cleanup for admins and developers. Some services were moved to sierra to temporarily solve the problem. We have also been working on tutorial for XSEDE where we will be collaborating with the SWIFT project to show the power of FutureGrid for science. In addition to this Nimbus has been preparing the 2.10 release which has important bug fixes and features, including non-serial termination. This will allow users to have a faster experience when using FutureGrid clouds.
[bookmark: Eucalyptus_.28FG-1429_-_IU_Sharif_Islam.]Eucalyptus (FG-1429 - IU Sharif Islam)
[bookmark: OpenStack_.28FG-1203_IU_-_Sharif_Islam.2]Preparation for upgrading to 3.1 (http://www.eucalyptus.com/eucalyptus-cloud/documentation) has started. We are planning to use the regularly scheduled maintenance day to do the tests and perform the upgrade. 
[bookmark: OpenStack_on_delta_with_GPU_pass_through]OpenStack on delta with GPU pass through (FG-1565 IU - Gregor von Laszewski)
One of delta node is ready for ISI. Koji Tanaka tested IPMI and PXEboot on delta. The next tasks will include test of multiple zones, configuration of DHCP and PXE server for all the delta nodes.
[bookmark: Inca_.28FG-877_-_Shava_Smallen.2C_UCSD.2]Inca (FG-877 - Shava Smallen, UCSD)
Work continues to interface Inca monitoring data with the FutureGrid messaging system based on AMQP. We are also working to integrate some internal Inca updates into our FutureGrid Inca deployment to simplify the Web status pages. 
[bookmark: ViNe:_.28FG-140_-_UF_Renato_F._Mauricio_]ViNe: (FG-140 - UF Renato F. Mauricio T. Jose Fortes)
[bookmark: ]The UF team continued to test, debug and improve ViNe version 2. ViNe2 deployments on foxtrot and sierra have been closely monitored and seem to be very stable. Experimental management features have been added: ability of ViNe management server to remotely restart all ViNe routers (i.e., full ViNe restart), automatically update the ViNe build/binaries of ViNe routers as part of a restart, and network monitoring capabilities (counters for intercepted, injected, and tunneled packets). The ViNe management interface APIs were improved to make it easier for a web-interface development. 
[bookmark: PLATFORMS][bookmark: WEB.C2.A0SITE_AND.C2.A0SUPPORT]WEB SITE AND SUPPORT
[bookmark: Portal.C2.A0and_Web_Site_-_IU_Fugang_Wan]Portal and Web Site - IU Fugang Wang, Carrie Arnold (TACC), Barbara O’Leary, Gregor von Laszewski)  
We conducted a portal meeting to review outstanding portal tasks. They have been summarized at https://wiki.futuregrid.org/index.php/SW:portal 
Furthermore, we pointed out the portal dashboard from jira. The goals of the meeting was to identify missing tasks and reschedule some of them in order to adjust for deliverable for the upcoming XSEDE12 and the summer school. We identified that the following priorities: 
· Priority 1: assure that all e-mail messages send to the users from the portal are reviewed. 
· Priority 2: check that the Manual pages related to account registration and project application are accurate as the portal team did some changes over the last two month that may not yet have been reflected in the user manual. 
· Priority 3: add the XSEDE logo to FutureGrid: REQ-21 
· Priority 4: Improve SSH key handeling and remove new lines during the upload phase or allow pointing to the local ssh key file 
· Priority 5: introduce functionality improvements in regards to a) bibliography management (done to 90% by Gregor von Laszewski), it needs to be integreted in the menues and project links. 
· Priority 6: remove broken links 
· [bookmark: PERFORMANCE_.28UCSD_Shava_Smallen.29]Priority 7: readjust tasks to version 2.1, 2.2, and 2.3
PERFORMANCE (UCSD Shava Smallen)
[bookmark: Vampir_.28FG-955_-_Thomas_Williams.29]Vampir (FG-955 - Thomas Williams)
[bookmark: PAPI_.28FG-957_-_Piotr_Luszczek_.28UTK.2]Work continues to collect usage data from Modules. System log data, which includes Modules load information, was collected from Sierra and is being used to test the analysis script.
PAPI (FG-957 - Piotr Luszczek (UTK)
We have setup testing environments for both kvm and xen on FutureGrid. Tests are being done to validate timings on both hypervisors using an external NTP server to check against.
[bookmark: Performance:_Interface_monitoring_data_t]Performance: Interface monitoring data to the Experiment Harness (FG-1098 - Shava Smallen SDSC)
The RabbitMQ server was upgraded to version 2.8.4 and we are working to test more secure access with X509 certificates and in the interim are using username/password. Work continues to integrate GLUE2 and Inca data into the FutureGrid messaging system. The GLUE2 data collection is currently being tested on Alamo.
FG-1094 - Performance: Help coordinate setup of perfSONAR
We clarified the 10G requirements with one of our main networking users and are moving forward to price out the 10G order. This will enable 10G networking on the perfSONAR box and a cluster node at each site.

Hardware and Network Team
Lead: David Hancock

Networking
1. All FutureGrid network milestones are complete and networking is in a fully operational state. 
1. Perfsonar monitoring systems are now in place and recording data throughput between sites.
Compute & Storage Systems
1. IU iDataPlex (india)
2. RHEL6 upgrade is on hold until after the upcoming software releases
2. Move to a new storage volume in progress, will be 100TB
2. Ubuntu on this system is having issues with IPMI responding, administrators are investigating.
2. System operational for production users.
2. OS updates applied during maintenance.
1. IU Cray (xray)
3. New software release available (danub, SLES 11 based).
3. Replacement compute module delivered and will be installed during the next maintenance period.
3. System operational for production HPC users
1. IU HP (bravo)
4. Swift test implementation is installed on bravo, nodes in use for NID testing currently.
4. 50% of the system being used for testing with network impairment device, HDFS available on the remaining systems.
4. System operational for production users
4. OS updates applied during maintenance.
1. IU GPU System (delta)
5. 16 nodes available for production HPC jobs, cloud software not yet integrated
5. BMC setup for remote management has been tested on two nodes, will be deployed on the remaining systems.
5. System operational for early users 
5. OS updates applied during maintenance.
1. SDSC iDataPlex (sierra)
6. Upgrade of two nodes to RHEL6 has been done to prep for upgrade of Sierra & India. Upgrade on hold until after the upcoming software release.
6. System operational for production Eucalyptus, Nimbus, and HPC users.
1. UC iDataPlex (hotel)
7. Deployment plan for Genesis II in progress, waiting on feedback from the Genesis team at UVA.
7. System operational for production Nimbus and HPC users.
7. Can install RHEL 6 but when deployed doesn't boot properly Diagnosing this put on hold to resolve some other issues.
7. Successfully tested using the AuthZ plugin to call LDAP with the Globus toolkit 5.0.x and 5.2.x. UC will implement this with 5.2 and share the results.
1. UF iDataPlex (foxtrot)
8. Storage system had a faulty system board that took foxtrot offline. Replacement was provided by the vendor.
8. System operational for production Nimbus users.
1. Dell system at TACC (alamo)
9. Reconfigured a chassis of blades for XWFS test project, will be in use until after XSEDE 12.
9. Nimbus moved to RHEL 6 installs, HPC nodes on 5 still 
9. Openstack installation in progress.
9. HPC software is being installed for CentOS 6.
9. TORQUE logs sync'd manually to IU, working on automated method 
All system outages are posted at https://portal.futuregrid.org/outages_all

Training, Education and Outreach Team (includes user support)
Lead: Renato Figueiredo

Science Cloud Summer School:  Barbara has participated in several planning activities in preparation for the summer school: preparation of communication links, logistics, support for email lists.  Email has been sent out to IU, Indiana area schools, Big Ten schools, and shared announcement sent to CI Newsletter.  Summer school web site has been updated with schedule. Working on a survey for participants at the summer school with input from Geoffrey Fox and Judy Qiu.

XSEDE 12: Reviewed FG activities.   TEOS team asked for the creation of a simple flier featuring FG activities at XSEDE 12.  Barbara is working with team at IU (Daphne, Maria Morris) for this, creating this flier and posting info on the Portal.  TEOS team members are working on presentations/materials for tutorial and Birds-of-a-Feather sessions at XSEDE’2.

FG Portal:  TEOS members participated in the software conference call, with Gregor, Carrie, and Jonathan, to review Jira tasks and prioritized activities related to the FutureGrid portal.

Knowledgebase Team
Lead: Jonathan Bolte, Chuck Aikman

Active document repository increase by = 23
Documents modified = 17
Portal document edits = 1
Current Total 'live' FG KB documents: 176

Tickets
Lead: Sharif Islam and Koji Tanaka
24 tickets created
11 tickets resolved

Currently:
60 tickets total
14 new tickets
43 open tickets
3 stalled tickets
9 unowned tickets

Site Reports
University of Virginia
Lead: Andrew Grimshaw

The Cross Campus Grid work continues but a detailed report is not available due to family emergency.

University of Southern California Information Sciences
Lead: Ewa Deelman

USC has restarted, but doesn’t have that much to report. Mats, Gideon, and Ewa met last week to map out plans for the Experiment Management System. Since Jens left and they had a funding dip, USC thought it would be good to take a fresh look at the capabilities they will provide.

University of Texas at Austin/Texas Advanced Computing Center 
Lead: Warren Smith
Experiment harness:
1. Continued to modify the TeraGrid/XSEDE glue2 software for use on FutureGrid
0. Performed some refactoring/cleanup
0. Added support for X.509 authentication when publishing to RabbitMQ
0. Performed additional testing on Alamo
1. Configured RabbitMQ exchanges that will be used for monitoring information
1. Configured RabbitMQ to support SSL and X.509 authentication
2. One unresolved problem is that the X.509 certificate for the FutureGrid Nimbus CA (used to generate Nimbus user credentials) can’t be loaded into RabbitMQ.
0. Would like to support this CA since all FutureGrid users have a certificate from it.
0. The problem appears to be a bad extension in the certificate.
0. Asked UC to generate a new certificate without that extension.
FutureGrid user portal:
· See software team section

University of Chicago/Argonne National Labs
Lead: Kate Keahey

[bookmark: _GoBack]General
· Design and development in preparation for the Nimbus Infrastructure 2.10 release (expected late this month)
· We made preparations for enabling "backfill instances" on FG, i.e. pre-emptible instances (an academic equivalent of "spot instances" from Amazon) that can enable high degree of utilization without sacrificing the cloud's ability to provide on-demand instances; when enabled and successfully guided through the pilot period the pre-emptibe instances will allow us to serve more users while at the same time increase the utilization of FG resources.
· Prepare XSEDE tutorial to be given next Monday
· Further work on an XSEDE poster.

Support:
· Deal with hotel after the disks came back up.
· Bring our multi-cloud service (Phantom) back to life
· Made Phantom work on sierra
· Provide one-on-one support for the SWIFT project to run on FG; we hope to showcase their project in the tutorial
· General user support, cleaned up FG tickets.

Hotel:
· We've recovered from the hardware failures that occurred late in the last reporting period and completed all the maintenance activities as well (including a bunch of firmware updates that were very time consuming). The scratch filesystem is still affected and being debugged. 
· We've also done a bunch of hardware maintenance (6 drives have failed in the nodes as a result of heat incidents in the past two weeks). The system is back online now.

University of Florida
Lead: Jose Fortes

System maintenance activities:
Updated netlogger library, that includes new authentication and messaging mechanisms based on AMQP, has been deployed on foxtrot. This maintenance update improves foxtrot monitoring through inca.

ViNe activities: 
The UF team continued to test, debug and improve ViNe version 2. ViNe2 web-based front-end is currently being designed and implemented; internal APIs to aid the front-end services are being implemented; and new management features being added. As ViNe2 management interfaces are continuously being developed, the front-end design philosophy is to dynamically detect available ViNe2 commands and automatically generate web forms based on parameters needed by each command. The goal is to make it easy for FutureGrid users to operate ViNe overlays. Furthermore, support for TinyViNe overlays are being developed and tested. TinyViNe will allow machines (physical and virtual) on sites that are not ViNe-enabled (including end users’ client machines) to join ViNe overlays. This development will enable users to directly access private networks without the need of intermediate machines on the public network.

XSEDE’12 activities:
Preparation of materials for tutorial and Birds-of-a-Feather presentations to be given at XSEDE’12 in Chicago, highlighting educational uses of FutureGrid.

San Diego Supercomputer Center at University of California San Diego
Lead: Shava Smallen

In the past few weeks, we reviewed our award funds and will be able to partially fund an additional staff member, Sameer Tilak, to help with performance work starting next month.  UCSD also worked with TACC to update the security for the Netlogger probes that collect usage data from the various cloud tools.  Work continues to interface Inca with the FutureGrid messaging system to provide real-time data to applications.  UCSD also worked with the GRNOC to clarify the requirements of one of FutureGrid’s networking users in order to move forward with the 10G purchase for the perfSONAR machines and cluster node.  UCSD continues to lead the performance group activities and attended the Software,, TEOS and All Hands calls.  

University of Tennessee Knoxville
Lead: Jack Dongarra

We are currently setting up a testing environment on FutureGrid in preparation to perform tests on the validity of PAPI operation and timings. There was a question that came up about which VM hypervisors would be desired to test on. The current plans are to at least include KVM and Xen. Once the testbed is setup, PAPI will then be compiled and run to verify proper behavior on these environments. KVM will also specifically be tested as to whether recent performance counter support in the KVM kernel is functional on FutureGrid. Tests will also be done to verify accurate timing using an external timing source while stressing the VM with compute bound algorithms.
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IU PO #Spend Auth Y1 PTD Y2 PTD Y3 PTDTotal PTDRemaining Thru

UC 760159 1,115,453213,235343,809211,377 768,422 347,031May-12

UCSD 750476 784,516192,295183,855156,825 532,975 251,541May-12

UF 750484 587,443 83,298110,891 92,230 286,419 301,024May-12

USC 740614 599,999154,771115,407176,229 446,407 153,592May-12

UT 734307 1,086,115547,509159,987143,176 850,672 235,443May-12

UV 740593 348,623 53,488103,878100,102 257,468 91,155May-12

UTK1014379 283,333 N/A 28,271128,336 156,607 126,726May-12
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